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Abstract— Conventional per-pixel classification methods may be inappropriate to classify images dominated by mixed pixels, as these are based on pure pixel assumption. The aim of this paper is to demonstrate the improvement in the quality of land cover classification by accounting for mixed pixels in all the stages of supervised image classification process. Three markedly different methods - maximum likelihood classifier, fuzzy c-means algorithm and linear mixture model have been used.

I.   Introduction

f

or a vast country like India, land cover is often mapped at regional level, which necessitates the use coarse spatial resolution images. In coarse resolution images, occurrence of mixed pixels at the scale of measurement is a major problem. The conventional per-pixel based image classification methods force the mixed pixels to be allocated to one and only one class thereby resulting in erroneous classifications.   The mixed pixel problem may be resolved either by ignoring or removing the mixed pixels from classification process. This may, however, be undesirable due to the loss of important information contained within these pixels. In reality, the mixed pixels should be accommodated in the classification process itself. The application of sub-pixel or fuzzy classification methods such as fuzzy c-means (FCM) [1] to produce sub-pixel classification outputs (i.e., class composition of mixed pixels), partially resolve the problem of mixed pixels, as these are accounted for only in the classification stage. 

In this paper, we carry forward the concept of fully fuzzy classification proposed by Foody [1] to demonstrate the ways to incorporate mixed pixels in all stages of supervised classification (i.e., training, allocation and testing) process. Three markedly different methods - the most widely used maximum likelihood classifier (MLC) [3], linear mixture model (LMM) [4] and FCM have been used. FCM has been suitably modified to apply it in supervised mode for its effective comparison with the other two methods. In the training stages of MLC and FCM, mixed pixels have been included by computing fuzzy mean and variance covariance statistics [5], whereas in case of LMM, a set of rectified training data statistics have been generated for the purpose [6]. In the allocation stage, the a posterior probabilities from MLC, class proportions from LMM and class membership values from FCM represent the classification outputs of mixed pixels. In the testing stage, the accuracy of classification is assessed. A typical strategy is to select a sample of testing pixels, and matching their class allocation with the actual class on reference map. The pixels of agreement and disagreement are summarized in an error matrix [7], which is then used to derive a range of accuracy metrics such as overall accuracy and kappa coefficient [8]. These metrics may be appropriate when a pixel is associated with one class in the classification and one class in reference map (i.e., the pure pixels). Therefore, use of these to evaluate sub-pixel classifications of mixed pixels may degrade the accuracy, as these classifications have to be hardened by specifying the pixel with the class having the highest-class proportion. Therefore, mixed pixels may have to be included in the testing stage to derive alternative accuracy metrics such as cross-entropy, Euclidean distance, root mean square error (RMSE) and correlation coefficients [1]. These metrics directly compare the class proportions of sub-pixel classifications with actual class proportions, thereby including mixed pixels in testing stage also. We have used the latter two. However, for comparative purposes, the sub-pixel classification outputs have also been hardened and their accuracy assessed using Kappa coefficient. 

A number experiments have been conducted to evaluate the classification of IRS LISS II image by incorporating mixed pixels all stages of classification methods used.

II.   Study area and data 

A portion of I I T Roorkee campus site was selected to conduct the classification experiments.  IRS LISS II image (Figure 1a) was used to produce sub-pixel land cover classifications consisting of five dominant classes in the area – urban, grassland, tree, agriculture and barrenland. IRS PAN image (Figure 1b) and topographical map of the study area were used as reference data sources for generation of training and testing datasets. The preparation of reference map was also assisted by field checks at several locations.
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Fig 1 IRS images  (a) FCC of LISS II image (56 x 57) pixels and (b) PAN image (336 x 342) pixels

III.   methodology

To use PAN image as reference data to derive actual class proportions of the mixed pixels, an accurate registration of LISS II image to PAN was mandatory. Therefore, these two images were registered to accuracy of one fifth of a pixel using first order polynomial and nearest neighbourhood resampling procedure. The PAN image was resampled to 6m such that a LISS II pixel (resampled to 36m) corresponds to an even number of PAN pixels (i.e., 36 pixels) so as to assist in determining actual class proportions. The reference map was prepared by visually interpreting PAN image through on-screen digitization. Each pixel in this reference map was assumed pure and for which a land cover class was known. Using this reference map, actual class proportions of pixels in LISS II image were computed, which sum to one for each pixel. Once the actual class proportions were known, different training and testing datasets consisting of pure and mixed pixels were created (Table 1). All the training and testing pixels were randomly selected. 

Table 1: Number of training and testing pixels

	Class
	Training
	Testing

	
	Pure
	Mixed
	Pure
	Mixed

	Urban
	150
	150
	150
	150

	Grassland
	150
	150
	150
	150

	Trees
	150
	150
	150
	150

	Agriculture
	110
	110
	150
	150

	Barrenland
	67
	67
	150
	150


A number of per-pixel and sub-pixel classifications were performed using three classification methods. To incorporate mixed pixels in training stage of MLC, fuzzy mean and variance covariance for each class were computed given that actual class proportions of pixels were known.  In FCM, the mixed pixels are incorporated in training by default due to the fuzzy c-partition matrix. In order to include mixed pixels in LMM, the model was first run in reverse mode by inputting the class proportions of the mixed pixels to determine the end member spectra, which were then input to LMM to run in forward mode to classify the image. The concept is to rectify the class spectral responses derived from a training set containing mixed pixels to simulate the response that would have been derived from pure pixels [6]. The accuracy of per-pixel classifications was assessed using Kappa coefficient whereas the accuracy of sub-pixel classifications was assessed with RMSE and correlation coefficients.

IV.   results and discussion

The accuracy values of various classifications with different combinations of pure and mixed training datasets over the three classifiers are given in tables 2 and 3. 

Table 2: Kappa values of per-pixel classifications

	
	Pure Testing

	Classifier
	FCM
	MLC
	LMM

	Pure Training
	0.330
	0.404
	0.586

	Mixed Training
	0.464
	0.384
	0.605

	
	Mixed Testing

	Pure Training
	0.440
	0.433
	0.491

	Mixed Training
	0.392
	0.502
	0.429


In general, it is anticipated that the classification methods will provide maximum accuracy when pure training datasets are used. However, it does not happen here. When mixed pixels are incorporated in training datasets, the accuracy of per-pixel classifications produced from FCM and LMM increases (Table 2). Similar trend can be seen for sub-pixel classifications also as the RMSE values decreases for these classifiers (Table 3). This emphasizes the importance of including mixed pixels in training stage when the area is dominated by mixture of classes and thus the pure pixels may be hard to find. MLC, however, showed the opposite trend. Nevertheless, all the accuracy values are low. This may relate to the estimation of actual class proportions from the reference data. By conducting extensive field surveys for estimating the actual class proportions of mixed pixels may improve the accuracy values. 

Table 3: RMSE values of sub-pixel classifications

	
	Pure Testing

	Classifier
	FCM
	MLC
	LMMC

	Pure Training
	0.309
	0.267
	0.195

	Mixed Training
	0.238
	0.277
	0.170

	
	Mixed Testing

	Pure Training
	0.335
	0.302
	0.282

	Mixed Training
	0.291
	0.242
	0.289


However, when mixed pixels are incorporated in the testing stage, Kappa may not be a suitable measure to assess the accuracy, as both the reference data and classified outputs are degraded resulting in loss of information. Therefore, RMSE and correlation coefficients may be appropriate. A glance at the results of classifications produced from mixed training and mixed testing datasets shows the degradation in the performance of FCM and LMM. Thus, although the performance of these classifiers improves by accounting for mixed pixels in the training stage, performance degrades however when mixed pixels are included in testing stage. This illustrates that in the testing stage, the pixels may still be chosen as pure. In contrast, MLC again showed the opposite trend. The accuracy of MLC, in fact, improved and is the best when mixed pixels were accounted for in both the stages. However, on comparison of the correlation coefficients of various classes obtained from different classification methods (Table 4), LMM showed consistently better performance than the other two. In all the cases, the correlation coefficients for all the classes were in general higher than those obtained from the other two methods. In particular, for this method, the maximum correlations of classes were achieved when mixed pixels were included in the training datasets. Therefore, the rectified training data statistics estimated from mixed pixels improved the accuracy of each class. Almost similar trend can be seen for FCM method also. This amply demonstrates the improvement in accuracy of classifications of LMM and FCM, when mixed pixels are properly accounted for.

Table 4: Correlation coefficients of classes

	Case
	Classes
	FCM
	MLC
	LMM

	Pure training and pure testing
	Urban
	0.585
	0.435
	0.603

	
	Grassland
	0.526
	0.348
	0.454

	
	Tree
	0.332
	0.273
	0.606

	
	Agriculture
	0.824
	0.827
	0.851

	
	Barrenland
	0.491
	0.634
	0.824

	Pure training and mixed testing
	Urban
	0.625
	0.707
	0.523

	
	Grassland
	0.457
	0.411
	0.454

	
	Tree
	0.337
	0.385
	0.606

	
	Agriculture
	0.880
	0.838
	0.851

	
	Barrenland
	0.587
	0.593
	0.724

	Mixed training and pure testing
	Urban
	0.618
	0.628
	0.307

	
	Grassland
	0.601
	0.846
	0.591

	
	Tree
	0.655
	0.707
	0.828

	
	Agriculture
	0.834
	0.439
	0.862

	
	Barrenland
	0.785
	0.811
	0.889

	Mixed training and mixed testing
	Urban
	0.504
	0.592
	0.711

	
	Grassland
	0.528
	0.503
	0.471

	
	Tree
	0.602
	0.499
	0.633

	
	Agriculture
	0.812
	0.483
	0.733

	
	Barrenland
	0.510
	0.692
	0.737


The correlation coefficients of the class agriculture were the highest for all the methods when training was carried out using pure pixels. This may illustrate that this class was the purest among all the classes in the region. In fact, the performance of this class degraded when mixed pixels were included in training stage. For other classes, the trend is erratic and thus no definite conclusions can be drawn about the accuracy of each class from the correlation coefficients. It may therefore be expressed that to evaluate the accuracy of an individual class from sub-pixel classifications, other measures may need to be utilized. One particular measure may be based upon fuzzy error matrix proposed by Binaghi et al. [9]. Our current work is focused on investigating suitability of various accuracy measures for sub-pixel classifications.

V.   conclusions

In this paper, the effect of including mixed pixels in all stages of supervised classification has been assessed. The results show that by including mixed pixels in training stage of classification, the accuracy of both per-pixels and sub-pixel classifications can be improved. The accuracy of FCM and LMM increased with mixed training datasets. The class agriculture emerged as the purest class in the region. The behavior of RMSE of and correlation coefficient as an accuracy measure for sub-pixel classifications is erratic, and further research is required to devise a universally acceptable measure to evaluate the accuracy of sub-pixel classifications.
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